
 

  
Abstract— Many ITS systems suffer from high false alarm 

rates due to static glare. Static glare appears in video scenes 
when the road is wet and light originating from static light 
source, such as road lamp, is reflected on the road. Often an 
Automatic Incidents Detection (AID) system will detect 
occurrences of static glare as incidents, causing the generation 
of false alarms. In this paper, an effective real-time algorithm is 
proposed to detect static glare. This algorithm generates a 
static glare map that can be used by an AID system to avoid 
static glare false alarms. 
 

Index Terms— Static Glare Detection, Automatic Incident 
Detection (AID), Intelligent Transportation Systems (ITS) 

I. INTRODUCTION 
Intelligent Transportation Systems (ITS) is an emerged area 
to solve the problem of congestion in modern crowded 
cities. ITS aims at enhancing the efficiency of existing 
infrastructure in a more cost effective manner than major 
upgrades to a road network. ITS can be defined as “those 
systems utilizing synergistic technologies and systems 
engineering concepts to develop and improve transportation 
systems of all kinds” [1].  
ITS [2] [3] [37] are designed to advocate transport safety. A 
primary application of ITS is video-based Automatic 
Incident Detection (AID) which involves processing videos 
and images from existing cameras mounted along city streets 
and highways. The AID system is able to detect any traffic 
abnormalities on a given section of road. Examples of such 
abnormalities would include vehicles stopping where not 
instructed to, vehicles reversing or driving opposite to the 
direction of traffic flow, vehicles dropping cargo on the road 
surface and vehicles involved in any sort of collision. 
Systems that can detect these incidents can be useful in 
alerting authorities in an expedient manner. However, the 
problem with many AID systems is that the accuracy of 
detection is reduced by the existence of external outdoor 
environmental factors. The authors have performed a huge 
analysis on the different types of these outdoor factors [37] 
and they concluded that there are main 4 major factors: the 
presence of static shadows [6] and [31], static glare, snow 
movement [39] or rain [32-34].  
In ITSC 2006, we presented a paper that addressed the 
problem of static shadow detection [38]. This paper 

continues on the work of addressing outdoor environmental 
challenges that affects the reliability of AID systems. In this 
paper, we will focus on the problem of static glare. When 
the road is wet and road lamps are on, the road will reflect 
light from these road lamps or a vehicle’s headlights. The 
headlights of a vehicle will move with the vehicle. Therefore 
the glare caused by the moving headlights will also move 
with the vehicle which is called moving glare. The moving 
glare usually does not cause false alarms as they do not 
present a situation similar to a stopped vehicle. However, the 
road lamps (as an example) are motionless and the glare 
caused by them is called static glare. In traffic monitoring 
systems, as static glare appears on the wet road, the system 
often detects this static glare mistakenly as incidents.  
In [4],  D. Coltuc et al. explains that pixels with glare have 
abnormally high saturation and intensity values under the 
HSI colour schema, which could lead to their detection and 
elimination. Another way to approach the glare problem is 
explored in [5] by L. Andrade et al. According to [5], 
primary glare regions can be identified simply by applying a 
threshold to the image at a near-saturation intensity level and 
then detecting the contours of all connected components. 
The work presented in [40] used an algorithm to remove 
reflection from moving images that were being monitored, 
in their case, swimmers in a pool. The algorithm first 
applied a standard median filtering algorithm to generate a 
background image, then employed a Markov random field to 
reduce the amount of reflection caused by the water surface. 
The work presented in [41] made use of the idea that glare 
has certain properties that could possibly be detected in an 
HSI colour scheme where pixels with glare usually have 
abnormally high saturation and intensity values which could 
lead to their detection and elimination. In this work, a 
background subtraction technique was employed with a 
general purpose method for moving visual object (MVO) 
segregation. However all of these glare detection algorithms 
mentioned above are not suitable for real-time traffic video 
application because they are either time-consuming or they 
only used still images to test their algorithms. 
In this paper, an effective real-time approach to the detection 
of static glare is proposed. To test the proposed algorithm, it 
has been applied to real live video streams. The remaining of 
this paper is structured as follows: Section 2 presents an 
overview of the static glare problem. Section 3 presents the 
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proposed algorithm for static glare detection. In Section 4, 
experimental results, performance analysis and evaluation 
are presented. Section 5 draws the conclusions of the paper. 

II. THE PROBLEM OF STATIC GLARE IN AID SYSTEMS 
In 2005, a project was initiated between Transport Canada, 
Alberta Infrastructure and Transportation, the City of 
Calgary, and the University of Calgary to enhance the 
reliability of AID systems and reduce the amount of false 
alarms that are produced due to outdoor environmental 
factors. The authors of this work have developed a novel 
algorithm for identifying static shadows on roads and use 
the static shadow maps generated by the algorithm to reduce 
the number of false alarms triggered by an AID system. The 
proposed algorithm for static shadow detection was 
presented in ITSC 2006 that was held in Toronto Canada 
[38]. After that, the presented static shadow detection 
algorithm has undergone an online continuous testing for a 
period of 3 months to integrate it as part of the current AID 
systems in the Traffic Management Centre (TMC). The 
obtained results showed that the static shadow detection 
algorithm was able to reduce the amount of false alarms due 
to static shadows by 96%. In this paper, we continue on 
enhancing the reliability of AID systems by targeting 
another source of false alarms which is static glare.  
In a real-time traffic monitoring system, static glare can 
cause problems. The AID system operates based on the idea 
that as long as traffic flow is normal there are no alerts, but 
if something out of the ordinary happens, e.g. a vehicle pulls 
onto the shoulder or stops in a line or there is a real 
collision, then the AID system triggers an alarm. Figure 1 
shows an image sequence, where the static glare from road 
lamps begins to appear on the road. The system identifies 
this static glare as moving object and once it reaches its 
steady state the system detects it as an incident and generates 
an alarm. In this example in Figure 1, the static glare is very 
pale at beginning and then becomes brighter in the images 
rapidly as the rain continues and more illumination is 
reflected from the road. The AID system sees this static 
glare as a moving object and once it reaches its final steady 
state, the AID generates an alarm. 
 

  
(a)                                           (b) 

  
(c)                                           (d) 

Figure 1: False alarm due to static glare 

III. THE PROPOSED ALGORITHM 
In the proposed static glare detection algorithm, there are 
four processing stages, namely: background generation, 
background differencing, static glare detection criteria 
application, and static glare map generation. An overview of 
the static glare detection algorithm is shown in Figure 2. 

 
 

Figure 2: Static Glare Detection Algorithm 

A. Background Generation 
Background images are generated to eliminate moving 
vehicles and to obtain a clean image that contains no moving 
vehicles. Background images can help identify changes due 
to the appearance of static glare. A median filter is used in 
the generation of the background images. 
The pixels from every third frame of the video are stored in 
separate buffers for each RGB value at each pixel location. 
The colour components for each pixel location in the 
background are calculated as the median of each colour 
component’s pixel location buffer. Equation 1 demonstrates 
the calculation of a single colour component at a pixel 
location x, y in the median background image, provided that 
the buffers are sorted monotonically. 
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         (1) 

Where CC is the desired colour component (either red, 
green, or blue), n is the length of the buffer, and Buffer is a 
buffer containing the history of colour component CC at 
pixel location x, y. The default setting for the module is to 
add an image to the median filter on every third frame using 
n=10 as the length of the buffer, resulting in a new 
background image after 30 frames of processing. 
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       (a)                            (b)                             

     
       (c)       (d) 

Figure 3: Background Generation for Static Glare 

B. Background Differencing 
The current AID systems always generate false alarms due 
to static glare when it starts to appear and become brighter, 
but not when it starts to disappear. So background 
differencing is performed for background images and two 
consecutive background images are compared. An overview 
of the module is presented in Figure 4. 

 
Figure 4: Background Differencing 

 
The temporary difference image is created and can be 
normalized with respect to the greatest change in the scene. 
Then a threshold is applied and a background change map is 
produced. The current grey background is subtracted by the 
previous grey background to create a temporary difference 
image (TDI) (as shown in Equation 2) to find the area that 
becomes brighter between the current and previous 
background images 

( , ) ( , ) ( , )TDI x y CGB x y PGB x y= −               (2) 
Where CGB is the Current Grey Background, PGB is the 
Previous Grey Background.  
Next, TDI is normalized with respect to the greatest 
difference. To do this, the maximum difference in the TDI is 
first determined to facilitate normalization as follows 
(Equation 3): 

 ,max( )x ymaxdiff TDI= ∀                   (3) 

Where ,x y∀  refers to every pixel location x, y in the TDI, 

max is a function that finds the maximum value in the set, 
and maxdiff  is the maximum difference. 
The normalized value in _TDI normalized  is the difference 
divided by the maximum difference, maxdiff , then 
multiplied by 12 −n  (n=8 bits in this project). This facilitates 
the selection of robust thresholds to define the range of 
changes to the background, as shown in Equation 4. 

( ) ( ),
_ , 255

max
TDI x y

TDI normalized x y
diff

= ×               (4) 

To generate the background change map (BCM), the 
background change map is analyzed using a threshold  (as 
shown in Equation 5). This range has been determined 
empirically and has been found to be consistent through all 
the different test videos.  

1 _ ( , )
( , )

0 otherwise
TDI normalized x y threshold

BCM x y
≥ 

=  
 

   (5) 

 

   
  (a)            (b) 

 
(c) 

Figure 5: Background Differencing (a) previous 
background image (frames 151-180); (b) current 

background image (from frame 181-210); (c) 
background change map 

C. Static Glare Detection Criteria 
Static glare detection criterion 1 requires that static glare 
candidate pixels become brighter in the background change 
maps. Then the static glare detection criterion 2 is used to 
ensure that the detected areas are bright areas, not the areas 
that were originally very dark then became brighter. 

Static Glare Detection Criterion 1 
Pixels that pass this criterion are marked 1 in 

_ _ _ ( , )Areas Which Become Brighter x y  (as shown in 
Equation 6). 

1 ( , ) 1
_ _ _ ( , )

0
BCM x y

Areas Which Become Brighter x y
otherwise

= 
=  

 
(6) 
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Static Glare Detection Criterion 2  
Criterion 2 states that static glare candidate pixel must have 
a pixel value greater than the average value of the current 
grey background image since static glare is brighter than the 
majority of objects in a scene. This static glare detection 
criterion is applied using Equation 7. 

( ) ,

2

( , )
1 ,( , )
0 otherwise

x y
CGB x y

CGB x yCriterion x y M N

 
 >=  ×
 
 

∑
 (7) 

Where 
,

( , )
x y

CGB x y∑  is the summation of the grey 

pixel value of very pixel location of the current grey 
background. M N×  is the number of pixels in the image. 
 

D. Static Glare Map Generation 
The static glare map (SGM) is generated by combining two 
maps: _ _ _ ( , )Areas Which Become Brighter x y  and 

2 ( , )Criterion x y , as shown in Equation 8. 
  

2( , ) _ _ _ ( , ) ( , )SGM x y Areas Which Become Brighter x y Criterion x y= ∩   
(8) 

IV. EXPERIMENTAL RESULTS AND PERFORMANCE ANALYSIS 

A. Experimental Results 
The proposed static glare detection algorithm was tested on 
a number of traffic videos from six cameras installed 
throughout the City of Calgary. Table 1 shows camera video 
statistics from camera 1 to camera 6. 
 

Table 1: Camera Video Statistics for Static Glare 
Detection Algorithm 

Camera 
ID 

Video Size 
(pixels) 

Video Duration 
(seconds) 

Number of 
Frames 

Camera 1 388×284 159 795 
Camera 2 388×284 159 799 
Camera 3 388×284 160 800 
Camera 4 388×284 162 812 
Camera 5 388×284 159 795 
Camera 6 388×284 159 795 

 
The static glare maps generated by the proposed algorithm 
are compared with the areas that triggered false alarms in 
Figure 6. The images on the left-hand-side of Figure 6 show 
the areas that triggered false alarms in the AID system and 
they are marked by a circle. In this circle, there is a white 
arrow that represents the false alarm that has been triggered 
by the AID system due to the static glare. The images on the 
right-hand-side of Figure 6 show the results of applying the 
proposed glare detection algorithm. The detected static glare 
is marked as red in the images. It is noticed that all glare 
areas that have been triggering false alarms are caught by 
the proposed algorithm and when the algorithm was 
implemented on top of the AID systems these false alarms 
are not triggered.  

 

  
(a)                                           (b) 

  
(c)                                           (d) 

  
(e)                                           (f) 

  
(g)                                           (h) 

  
(i)                                            (j) 

  
(k)                                            (l) 

Figure 6: Static Glare Maps from Different Cameras 
(a), (c), (e), (g), (i), (k) static glare areas that triggered 
false alarms in six cameras where white arrow inside 
the circle represents a false alarm; (b), (d), (f), (h), (j), 
(l) static glare maps generated by proposed algorithm 
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B. Performance Analysis 
Processing times were evaluated to make sure that the 
proposed algorithm meets the real-time requirement since 
AID systems’ platforms have limited resources. 
 

Table 2: Processing Time 
Camera ID Maximum Processing 

Time (ms/frame) 
Average Processing 

Time (ms/frame) 
Camera 1 15.100000 13.503145 
Camera 2 15.633333 13.748436 
Camera 3 15.100000 13.632500 
Camera 4 15.100000 14.220443 
Camera 5 19.266667 13.679245 
Camera 6 15.600000 14.230189 

 
 
Table 2 shows the maximum and average processing time 
for each frame for generating static glare maps. The videos 
used to test the algorithm run at 5 frames/second, thus a new 
frame is generated every 200 ms. The maximum and average 
processing time are much less than the frame generation 
speed. So the proposed algorithm can meet the real-time 
requirement. 
 

 
Figure 7: Processing Time of proposed Algorithm 

 
Detection speed was also evaluated to make sure the 
proposed algorithm meets the real-time requirement. To be 
eligible for application, the proposed algorithm must have 
the ability to detect the potential static glare area before AID 
systems generate false alarms based on those static glare 
areas so that the proposed algorithm has time to inform AID 
systems.  
For the detection speed, the algorithm can detect the 
potential static glare area far in advance. The algorithm can 
inform the AID system in advance by sending the system 
static glare maps and prevent it from generating false alarms 
based on static glare as shown in Figure 8. We can see that 
the proposed algorithm has plenty of time left to inform AID 
system the static glare maps it generated. This also shows 
that the proposed algorithm meets the real-time requirement 
that was previously defined. 

 
 

Figure 8: Detection Speed of Static Glare Detection 
Algorithm 

V. CONCLUSION 
Static glare is a major cause of false alarms in AID systems. 
When a static glare begins to appear in the scene, it is 
treated as an object that has stopped and hence the AID 
system triggers a false alarm. To address this problem, this 
paper proposed an efficient real-time algorithm to detect 
static glare in traffic videos. The method is based on using 
background images to detect changes. From experimental 
results, the proposed algorithm successfully detects static 
glare. Furthermore the processing time and detection speed 
of the proposed algorithm meet the real-time constraints. 
With such flexibility, it is intended that such an algorithm 
could be adapted for use in many different traffic monitoring 
systems.  
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