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Abstract

Digital video stabilization is crucial in many appli-
cations such as object detection and tracking. It has
been studied for decades yielding an extensive amount
of literature in the field, however, current approaches
suffer from either being computationally expensive or
under-performing in terms of visual quality . In this
paper, we present StableFlow, a novel real-time method
that was inspired by the mass-spring-damper physical
model. In StableFlow, a video frame is modelled as
a mass suspended in each direction by a critically
dampened spring and damper which can be fine-tuned
to adapt with different shaking patterns. The proposed
method is tested on video sequences that have different
types of shakiness and diverse video contents. The
obtained results are then compared to current state-
of-the-art stabilization algorithms including Youtube
stabilization and it is found that the proposed method
significantly outperforms other algorithms in terms of
visual quality while performing in real time.

I. Introduction

The small sized and low priced modern digital
video cameras helped increase their deployment
in mobile handheld devices and unmanned aerial
vehicles (UAVs) to capture videos for civilian and
military applications. However, since these cameras
are mounted on moving platforms, recorded videos
are often very shaky due to the influence of optical
turbulence. Video stabilization aims to minimize
the amount of shakiness in the video to enhance
visual quality and remove undesirable motion. Video
stabilization is usually done using one or more
of the following three techniques: 1) Mechanical
stabilization [19], which is usually achieved through
sensors like Gyros, to compensate for the undesired

motion, 2) Optical stabilization [19], which is another
hardware-based solution that adjusts the camera lens
based on the path of the light travelling through the
lens system and 3) Digital stabilization [19], which
is a post-processing software-based solution that is
applied on the digital images after being produced.
This paper focuses on the third technique (digital
video stabilization) because software-based solutions
are normally cheaper than the hardware-based ones
and are more attractive in many applications.

Digital video stabilization approaches can be
further subdivided into two categories based on the
motion estimation model: 1) 2D Stabilization[15],
[7], and 2) 3D Stabilization[14], [11]. Digital video
stabilization usually undergo three main stages: 1)
Estimating the camera motion, 2) Generating a smooth
camera motion and 3) Refining the stabilized video
using the estimated smoothed camera path. This paper
falls in the 2D stabilization category aiming to provide
robust and high quality stable sequences using 2D
linear transformations.

In this paper, we present StableFlow, a novel real-
time method inspired by the mass spring damper
model. The method eliminates the undesired motion
in the video based on the response from the mass
spring model. The video frame is modelled as a mass
suspended in each direction by a critically damp-
ened spring and damper. Springs allow the mass (i.e.,
the frame) to move while controlling its range of
movement in case of shakiness. On the other hand,
the dampers help keep the system stable and prevent
undesired oscillations. The system is parametric and
can be fine-tuned to adapt with various motion types
consisting of rotation, translation or combination of
both. The remainder of this paper is organized as
follows: related work is presented in section 2; a de-
tailed description of the proposed method is presented

2016 23rd International Conference on Pattern Recognition (ICPR)
Cancún Center, Cancún, México, December 4-8, 2016

978-1-5090-4846-5/16/$31.00 ©2016 IEEE 2885



in Section 3, followed by the evaluation criteria and
results in Section 4. A discussion of the results is then
presented in section 5. Finally, Section 6 concludes the
paper and directs future work.

II. Literature Review

Despite the fact that digital video stabilization has
been studied for many years, it still remains an active
research field. The 2D digital video stabilization
methods estimates linear transformations (affine or
homography) between successive frames and smooth
the trajectory over time to produce a stabilized video.
Wang et al. [21] assumed the motion model can fit a
polynomial curve, e.g. a cubic curve to smooth the
parameters. Irani et al. [9] dealt with complex video
sequences and attempted to estimate a homography
transformation which stabilizes a dominant planar
region in the video. Matsushita et al. [15] extended
the stabilized frames to become full frames and
applied low pass filter to smooth the parameters over
time. Grundmann et al. [7] proposed the application
of L1-norm optimization model to smooth the camera
path and follow cinematography rules. This technique
is considered to be the current state-of-the-art and is
currently integrated into Googles YouTube.
On the other hand, 3D methods require the recovery
of the structure from the video sequence including 3D
camera poses and depth structures. These structures
can be computed using structure from motion (SFM)
techniques [2], [5], [10], [23]. Buehler et al. [3]
computed SFM in a general un-calibrated camera
setting using the bundle adjustment method [20]. Liu
et al. [11] proposed a full 3D stabilization method
by introducing content-preserving warps for the
novel view synthesis. Liu et al. [14] used a depth
camera to recover depth information and perform
3D digital video stabilization. To overcome the
challenges associated with 3D reconstruction of a full
video, Goldstein and Fattal [6] used the concepts of
epipolar geometry to avoid 3D reconstruction. Wang
et al.[22] proposed a new representation of each
feature trajectory as a Bezier curve and then smoothed
over time. Liu et al. [12] choosed to smooth the basis
trajectories of the subspace [8] which are extracted
from long feature tracks of 50 frames or more. This
method achieved high quality stabilization that is
similar to the full 3D methods, while avoiding the
need of a full 3D reconstruction. This technique has
been integrated in Adobe After Effects as a digital
video stabilization function named Warp Stabilizer.
Recently, Liu et al. [13] proposed an extension of
the method in [12] to cope with stereoscopic videos.

Fig. 1. Mass spring model for digital video
stabilization.

However, the need of long feature trajectories is
difficult to achieve especially in videos with quickly
changing scenes or frequent occlusions.

The work in this paper was motivated by the
hardware-based solution in [18] [1] where they
built a system to adjust the LCD screen in vehicles
or smart phones based on input from hardware
sensors. In their work, vertical translation motion was
only addressed and hardware accelerometers were
used to obtain the acceleration and motion information.

To the best of the authors knowledge, the proposed
method in this paper is the first digital video stabi-
lization method to employ a physics inspired software
model based on mass spring damper model to smooth
the camera path and generate a video with a better
visual quality without any a priori knowledge of the
camera motion while achieving real time performance.
The results outperforms current state-of-the-art meth-
ods.

III. Proposed Method

A. Physical Model

The proposed method can be described using the
physics model shown in Figure 1. The video frame
is modelled as a mass suspended with a spring and
damper in each direction. In this model, there is no
gravity as it is irrelevant in the context of digital video
stabilization and hence is omitted. In the proposed
model, the springs suppress the undesired motion but
still allow the frame to move freely. On the other hand,
the dampers prevent the frame from undesired counter
productive oscillations. The dampers can also be fine-
tuned to allow the system to converge to the steady
state as early as possible.

The analysis of the system in 1-Dimension is shown
in Figure 2. The first force acting on the frame is
Fspring which is generated from stretching the spring
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Fig. 2. Model in 1-Dimension.

Fig. 3. Flowchart of the proposed algo-
rithm

and acts in the opposite direction of the stretch, Fspring

is defined by:

Fspring = −kx (1)

where k is the spring constant, and x is the stretch
length of the spring
In addition, there is a damping (friction) force
Fdamping that resists the motion and is proportional
to the velocity ẋ, Fdamping is defined by:

Fdamping = −cẋ (2)

where c is the damping coefficient Therefore, the total
force acting on the frame will be:

F = Fspring + Fdamping = −kx− cẋ (3)

From Newton’s law of motion we have:∑
f = mẍ (4)

where ẍ is the acceleration

mẍ+ cẋ+ kx = 0 (5)

Moreover, the motion of this frame also depends on
what is called the damping ratio ζ which is given by:

ζ =
c

2
√
km

(6)

ζ


< 1, Under-damped system and will keep oscillating.
> 1, Over-damped, no compensation for shakiness.
= 1, Optimally damped.

(7)

To make the formulation of the model simpler, we
assume the mass of the frame to be a unit mass m = 1
because setting the mass to a certain value will only
lead to a scale in the response of the physical system.
Also, as illustrated above in Equation 7 to obtain
optimal damping ζ = 1, hence equation 7 becomes:

c = 2
√
k (8)

Substituting in Equation 5, we get:

ẍ+ 2
√
kẋ+ kx = 0 (9)

It is worth mentioning that the analysis for rotational
forces is similar to the mentioned analysis but with a
rotational spring.

B. Numerical Solution

To solve Equation 9 numerically (i.e., using com-
puter program), we use the Runge-Kutta method [4]
which requires the conversion of the second order
differential equation in Equation 9 into a set of first
order differential equations. Since the acceleration can
be written as the first derivative of velocity: ẍ = v̇,
equation 9 can be expressed as a system of two first
order differential equations:

ẋ = v (10)

v̇ = −kx− 2
√
kẋ (11)

Equations 10 and 11 represent the form needed in order
to use the Runge-Kutta method to numerically solve
the differential equation in Equation 9. To solve using
Runge-Kutta, four variables k1, k2, k3 and k4 has to
be evaluated as follows:

k1 = f(t, y) (12)

where t is time and y is the function to be approxi-
mated.

k2 = f(t+ ∆T/2, y + ∆T/2k1) (13)

k3 = f(t+ ∆T/2, y + ∆T/2k2) (14)

k4 = f(t+ ∆T, y + ∆Tk3) (15)

where ∆T is the time interval between two successive
frames. After that the integration will be used to update
the new value of the function being approximated:

yn+1 = yn + ∆T/6(k1 + 2k2 + 2k3 + k4) (16)

2887



C. Path Smoothing

let Pt denotes the original shaky frame path, which
is formed by the concatenation of the frame affine
transformations over time, as defined by:

Pt =

i∏
i=0

Hi. (17)

The stabilized camera path Ṕt can be easily computed
through the convolution of the path with the response
of the physical model as shown in Equation 18:

Ṕt = Pt ∗G(t) (18)

where G(t) is the physical response of the system.
Once Ṕt is calculated, the final transformation parame-
ters for the video frame can be easily extracted which
are then used to warp the video frame and produce
a stabilized frame. It is worth mentioning that the
algorithm is highly parallelizable as the calculation for
each node in the physical model can run in parallel.

D. Implementation of the Proposed Method

The implementation of the proposed method is de-
scribed in details in Algorithm 2. The motion between
frames is considered as affine transformation consisting
of translation and rotation. The affine transformation
is calculated based on feature matching between suc-
cessive frames. The proposed method then converts
the calculated affine transformation into forces and
inputs it to the physical model. So, the input to the
physical model is the jittery estimated transformation
parameters i.e. rotation θ and translation in the vertical
and horizontal direction Ty, Tx. After that, the Runge-
kutta method is used to solve the model and estimate
the position and velocity of the frame. Finally, the final
stabilized frame is computed through warping the input
frame with the estimated trajectory from the physical
model.

Algorithm 1 RK4 Method
1: Input: ∆T .
2: for each mass do
3: Compute k1 using equation 12 .
4: Compute k2 using equation 13 .
5: Compute k3 using equation 14 .
6: Compute k4 using equation 15 .
7: Compute velocity and position using equation

16.
8: end for
9: Output: New position of the system particles.

Algorithm 2 The Proposed Method
1: Input: Input Frame.
2: Extract good features to track.
3: Track the features into previous frame.
4: Evaluate good matches.
5: Estimate affine transformation.
6: Convert transformation to forces and feed them to

the mass spring model
7: Calculate the position and velocity using Runge-

Kutta as shown in Algorithm 1
8: Calculate a smoothed trajectory and calculate its

transformation.
9: Generate the final stabilized frame by warping

the input frame with the transformation estimated
from the smoothed trajectory.

10: Output: Stabilized Frame.

TABLE I. Comparison between the fidelity
of the original sequence (left) ,using our
method (middle) and Stabilized Fidelity
from Google’s Youtube(right).

Sequence Original Fidelity Our Stabilized Fidelity Google’s Youtube
Seq. 1 13.089 dB 14.3 dB 13.6 dB
Seq. 2 13.9 dB 14.735 dB 14.5 dB
Seq. 3 12.38 dB 13.725 dB 13.75 dB
Seq. 4 9.4 dB 11.45 dB 10.2 dB

IV. Results

The proposed algorithm has been tested on the
datasets provided by [17] [7] and [11]. The evaluation
criteria are based on: 1) the mean of the sequence to
assess the visual quality improvement, 2) the average
fidelity [16] (using Equation 19), and 3) the camera
trajectory in x, y, and θ.

PSNRdB(I1, I0) = 10 log
(255)2

MSE(I1, I0)
(19)

where MSE is the mean square error measuring the
error per pixel from the optimal stabilized result, and
the 255 represents the maximum intensity a pixel may
have.

Figure 4 shows a comparison of the mean for the
stabilized sequences using Google’s YouTube stabilizer
[7] and the proposed method.Table I compares the
fidelity values from the original video, the proposed
method and Google’s Youtube method. Figures 5 -
7, shows the trajectories comparison in vertical, hor-
izontal and rotational angle respectively for the test
sequence number 4.
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(a) Original Mean of
Sequence

(b) Our Stabilized Se-
quence Mean

(c) Google’s Youtube
Stabilized Sequence
Mean

Fig. 4. Sequence Mean Comparison
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Fig. 5. Vertical Trajectory

V. Discussion and Performance Analysis

A. Discussion

The proposed method outperformed the current
state-of-the-art method used on Google’s Youtube in
the video sequences being tested. However, as shown
in Table I in Sequence number 3, Youtube performed
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slightly better than the proposed method and that
is mainly because youtube method operates on the
whole video in advance while the proposed method
performs in real-time with no information about future
frames in the video. Hence, the proposed method will
not optimally perform in instances of extreme transit
motion (i.e, extreme motion in less than one second)
after which the motion path returns to normal shaky
pattern as before. In general, the proposed method
produces videos with high visual quality and takes
benefit of the robustness and simplicity of 2D methods
and takes advantage of the physical system properties
to generate a stable camera path.

As shown in section III, the system depends on the
spring constant k. Selecting a very small value for k
will soften the resistance of the spring to motion and
hence the system will not be able to suppress much
of the jitter motion which eventually will lead to
inefficient stabilization. On the other hand, selecting
a very high value for k will cause the spring force
Fspring to be very high which in turns makes it
harder for the system to converge to a steady state.
Moreover, this very high spring force Fspring may, in
some cases, lead to more jitter in the produced video
because it will enlarge the response of the system in
the opposite direction of the motion. In the proposed
method, the spring constant must be carefully chosen
for each test sequence to produce the best possible
stabilization result. In this paper, the authors manually
selected this constant empirically through experiments
with values that range from 0.5 to 1.25. However, in
the future work, the system will adjust the constant
k to adapt with the movement on a per frames-batch
basis. This can be achieved by allowing the system to
automatically select the proper constant for the spring
using an iterative method.
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TABLE II. Running time in Frames per
second for each of the tested sequences

Sequence Running Time (fps)
Seq. 1 20.7
Seq. 2 18.7
Seq. 3 20.27
Seq. 4 19.2

B. Runtime Analysis

The proposed algorithm has been tested on the
following configurations: Intel Quad Core processor
@2.20 GHz. The average running time for the whole
algorithm is around 20 fps, which meets real-time
applications constraints. The total running time of the
proposed method on each of the test sequence is given
in Table II. On the other hand, Youtube running time
did not exceed 10 fps for the tested video sequences.

VI. Conclusion and Future Work

This paper presented a novel stabilization method
based on the mass spring damper model with 2D linear
transformations that meets real time requirement. The
proposed method outperforms current state-of-the-art
methods, such as Youtube stabilization, while achiev-
ing real time performance. Future work include mod-
ifying the method to automatically select the spring
constant to be able to adapt to extreme shakiness.
Future work also include performing more tests on
various datasets and comparing them to other current
state of the art methods.
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